Abiotic control of underwater light in a drinking water reservoir: Photon budget analysis and implications for water quality monitoring
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Abstract

In optically complex inland waters, the underwater attenuation of photosynthetically active radiation (PAR) is controlled by a variable combination of absorption and scattering components of the lake or river water. Here we applied a photon budget approach to identify the main optical components affecting PAR attenuation in Lake St. Charles, a drinking water reservoir for Québec City, Canada. This analysis showed the dominant role of colored dissolved organic matter (CDOM) absorption (average of 44% of total absorption during the sampling period), but with large changes over depth in the absolute and relative contribution of the individual absorption components (water, nonalgal particulates, phytoplankton and CDOM) to PAR attenuation. This pronounced vertical variation occurred because of the large spectral changes in the light field with depth, and it strongly affected the average in situ diffuse absorption coefficients in the water column. For example, the diffuse absorption coefficient for pure-water in the ambient light field was 10-fold higher than the value previously measured in the blue open ocean and erroneously applied to lakes and coastal waters. Photon absorption budget calculations for a range of limnological conditions confirmed that phytoplankton had little direct influence on underwater light, even at chlorophyll values above those observed during harmful algal blooms in the lake. These results imply that traditional measures of water quality such as Secchi depth and radiometric transparency do not provide a meaningful estimate of the biological state of the water column in CDOM-colored lakes and reservoirs.

1. Introduction

In the blue waters of the open ocean, the variability of underwater light attenuation is controlled by phytoplankton and other covarying optical components. Sea surface color therefore provides a quantitative guide to oceanic phytoplankton stocks, and this is the basis of remote sensing techniques for estimating algal concentrations (International Ocean Color Coordinating Group (IOCCG) 2000). Similarly, water transparency measurements, including Secchi disk measurements, have been used as a guide to changes in phytoplankton biomass and primary production in the world ocean (Boyce et al., 2010). In contrast, the underwater light field in lakes, reservoirs and coastal systems is often governed by several noncovarying optical components: colored dissolved organic matter (CDOM), algal particles, nonalgal particles (NAP) encompassing both organic and inorganic particulate materials, as well as the water itself. Many of these vary independently, and the optical conditions of freshwater and coastal waters are considerably more complex than in open oceans (Bukata, 2005).

Two classes of variables describe the optical properties of natural waters: apparent optical properties (AOPs), which are dependent both on the characteristics of the water and the ambient light field, and inherent optical properties (IOPs), which are inherent to the medium and independent of the ambient irradiance field [Kirk, 1994; Mobley, 1994]. An AOP of major ecological and geophysical significance is $K_d(PAR)$, the diffuse attenuation coefficient for downward irradiance ($E_d$) in the photosynthetically active radiation waveband (PAR; 400–700 nm; the notation for all variables is given in Table 1). This is used to define the depth of the euphotic zone for phytoplankton, the depth limit of macrophytes [Markager and Sand-Jensen, 1992; Middelboe and Markager, 1997], as well as the availability of light for visual predators and photobiological processes [Kalff, 2002; Kirk, 1994]. $K_d(PAR)$ is also a key parameter in heat budget calculations [Morel and Antoine, 1994; Patterson and Hamblin, 1988], and correlates with Secchi depth [Koenings and Edmundson, 1991;
Table 1. Notation Used in this Article

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable and Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>wavelength, nm</td>
</tr>
<tr>
<td>( z )</td>
<td>depth, m</td>
</tr>
<tr>
<td>Chl ( a )</td>
<td>chlorophyll ( a ) concentration, ( \mu g ) Chl ( a ) L(^{-1} )</td>
</tr>
<tr>
<td>SPM (_i)</td>
<td>Suspended particulate matter ( (i = \text{total (T), inorganic (I), or organic (O)} ) , mg L(^{-1} )</td>
</tr>
<tr>
<td>DOC</td>
<td>dissolved organic carbon, mg carbon L(^{-1} )</td>
</tr>
<tr>
<td>( E_d(z; \lambda) )</td>
<td>spectral downward irradiance, W m(^{-2} ) nm(^{-1} )</td>
</tr>
<tr>
<td>( E_p(z; \lambda) )</td>
<td>spectral downward photon flux density, ( \mu mol ) m(^{-2} ) nm(^{-1} ) s(^{-1} )</td>
</tr>
<tr>
<td>( K_{d}(\lambda) )</td>
<td>spectral diffuse attenuation coefficient of downward photon flux density, m(^{-1} )</td>
</tr>
<tr>
<td>( K_{d}^{a}(PAR) )</td>
<td>diffuse attenuation coefficient for PAR at depth ( z ), m(^{-1} )</td>
</tr>
<tr>
<td>( a_{i}(\lambda) )</td>
<td>absorption coefficient of component ( i ), m(^{-1} )</td>
</tr>
<tr>
<td>( a_{i}^{*}(\lambda) )</td>
<td>mass-specific absorption coefficient of component ( i )</td>
</tr>
<tr>
<td>( S_{i} )</td>
<td>exponential slope parameter of component ( i )</td>
</tr>
<tr>
<td>( c_{i}(\lambda) )</td>
<td>beam attenuation coefficient excluding effects of pure-water for unfiltered water samples, m(^{-1} )</td>
</tr>
<tr>
<td>( b_{i}(\lambda) )</td>
<td>scattering coefficient of suspended particulate matter, m(^{-1} )</td>
</tr>
<tr>
<td>( b_{SPM}(\lambda) )</td>
<td>SPM-specific scattering coefficient of suspended particulate matter, m(^{2} ) SMP g(^{-1} )</td>
</tr>
<tr>
<td>( b_{T}(\lambda) )</td>
<td>ratio of total scattering to total absorption coefficient, dimensionless</td>
</tr>
<tr>
<td>( \tau_{d}(z; \lambda) )</td>
<td>average cosine for downward irradiance, dimensionless</td>
</tr>
<tr>
<td>( a_{T}(z; \lambda) )</td>
<td>diffuse absorption coefficient of optical component ( i ) for downward irradiance, m(^{-1} )</td>
</tr>
<tr>
<td>( K_{d}^{a}(PAR) )</td>
<td>estimated diffuse attenuation coefficient for PAR at depth ( z ), m(^{-1} )</td>
</tr>
<tr>
<td>( z_{ave} )</td>
<td>averaged over euphotic zone</td>
</tr>
<tr>
<td>( z_{eu} )</td>
<td>at the bottom of euphotic zone</td>
</tr>
</tbody>
</table>

Preisendorfer, 1986], which is among the most commonly measured parameters for water quality monitoring in lakes and reservoirs [e.g., Dodson, 2005; Kalf, 2002].

\( K_{d}(\text{PAR}) \) can be partitioned into components associated with each of the optical components of the water column [Kirk, 1994; Mobley, 1994; Murray et al., 2015], and such an analysis provides information on the controlling variables for underwater light transmission. These component-specific attenuation coefficients are typically estimated by conducting multiple linear regressions on data obtained under a wide range of optical conditions [e.g., Carstensen et al., 2013; Duarte et al., 1998; Balogh et al., 2009]. An alternative approach, termed the photon budget calculation, is based on a spectral analysis of combined AOP and IOP measurements, and was introduced by Smith et al. [1989] to partition the effects of different optical components on PAR attenuation in the open ocean. However, there has been little subsequent application of this approach [Giles-Guzman and Alvarez-Borrego, 2000].

Lake St. Charles (46°56’ N, 71°23’ W) is a reservoir located 20 km north of Québec City, Québec, Canada (Figure 1) [Tremblay et al., 2001] that supplies drinking water to 285,000 residents. It has a surface area of 3.6 km\(^2\) and a catchment area of 166 km\(^2\) that has extensive areas of mixed broadleaf-conifer forest (80%) but also with developed urban areas (13%). The mean water residence time in summer is 72 days [Pienitz and Vincent, 2003; Tremblay et al., 2001]. It is a dimictic lake with anoxic conditions in its deepest waters in late summer [Rolland et al., 2013]. The lake is subject to ongoing eutrophication, and the recent appearance of toxic cyanobacterial blooms is an issue of major public concern [Rolland and Vincent, 2014].

In the present study, we applied a photon budget analysis to Lake St. Charles. Our aims were to determine how the optical components of lake water affected the vertical distribution of underwater light, and to separate their individual contributions to spectral attenuation as a function of depth. We measured downward spectral irradiance throughout the summer months, and combined these data with laboratory measurements of IOPs and other limnological variables. We also determined how the dominant PAR absorbing components varied in relative importance over a potential range of limnological conditions in the lake, and evaluated the implications for water quality measurements based on transparency.

2. Methods
2.1. Sampling
Lake St. Charles was sampled on 10 June 2008, and biweekly from 8 July to 30 September 2008 (n = 8) at the deepest point (16.6 m) located in the north basin. Sampling was always conducted within 3 h of local solar noon. Surface water (50 cm below the surface) was taken with Nalgene amber polyethylene bottles.
2.2. Radiometric Measurements and Apparent Optical Properties

The vertical profiles of spectral downward irradiance ($E_d(z;\lambda)$, $\text{W m}^{-2} \text{ nm}^{-1}$) were obtained with a hyperspectral radiometer system (HyperPro, Satlantic Inc., Canada), consisting of two HyperOCRs (hyperspectral downward irradiance and upward radiance sensors) and a Profiler II (controlling unit with temperature and pressure sensors). The instrument was manually lowered on the side of the boat facing the sun at approximately 5 cm s$^{-1}$, and the instrument was kept away from the boat to avoid shadow effects while profiling. The instrument regularly measured shutter dark values during the profiling and a dark correction was applied in the subsequent data processing. Raw data were processed to radiometric values by the manufacturer provided software (ProSoft Version 7.7.15, Satlantic Inc., Canada). The radiometric data were linearly

Figure 1. Map showing the location and bathymetry of Lake St. Charles, modified from Tremblay et al. [2001]. The sample site is indicated as a cross.
interpolated to obtain the spectral profiles of $E_d(z;\lambda)$ from 352 to 797 nm at 1 nm intervals, and averaged at 10 cm depth intervals. For the subsequent data analyses, $E_d(z;\lambda)$ values were converted to the spectral downward photon flux density ($E_{d,d}(z;\lambda)$, $\mu$mol m$^{-2}$ nm$^{-1}$ s$^{-1}$) as:

$$E_{d,d}(z;\lambda) = \frac{E_d(z;\lambda) \cdot \lambda}{h \cdot c \cdot N_A} \times 10^6$$  \hspace{1cm} (1)

where $h$ is Planck’s constant, $c$ the speed of light, and $N_A$ is Avogadro’s number. The vertical profiles of downward photon flux density for PAR ($E_{d,d}(z;\lambda)$, $\mu$mol m$^{-2}$ s$^{-1}$) were then obtained by summing $E_{d,d}(z;\lambda)$ over the range 400 to 700 nm.

Three different diffuse attenuation coefficients were calculated. The spectral diffuse attenuation coefficients of downward photon flux density ($K_d(\lambda)$, m$^{-1}$) were obtained by regressing $E_{d,d}(z;\lambda)$ over the depth range from just below the surface to the depth where $E_{d,d}(z;\lambda)$ reached 1% of the surface value. Similarly, the diffuse attenuation coefficient for PAR in the euphotic zone depth ($K_d(\lambda)$, m$^{-1}$) was calculated for $E_{d,d}(z;\lambda)$ from the surface to the limit of the euphotic zone, where $E_{d,d}(z;\lambda)$ reached 1% of the surface value. The diffuse attenuation coefficient for PAR at depth $z$ ($K_d(z;\lambda)$, m$^{-1}$) was calculated by regressing $E_{d,d}(z;\lambda)$ over a depth range of 1 m centered at $z$; for example, the coefficient at 2 m depth ($K_d(2;\lambda)$) was calculated using the 11 values of $E_{d,d}(z;\lambda)$ from 1.5 to 2.5 m.

2.3. Laboratory Analyses of Limnological Variables

Water samples were filtered through GF/F glass fiber filters (25 mm diameter, 0.7 μm pore size, Whatman Inc., USA) and the filters were stored frozen (−80°C) for less than 6 months until laboratory analysis for chlorophyll a concentrations (Chl a, μg L$^{-1}$). Pigments were extracted in ethanol and Chl a concentration was determined by fluorometry (Cary Eclipse spectrofluorometer, Varian Inc., Canada) before and after acidification [Nusch, 1980]. Water samples were also filtered onto precombusted and preweighed GF/F filters (47 mm diameter) to quantify suspended particulate matter. Filters were weighed after drying for 2 h at 105°C to determine total suspended particulate matter (SPM$_t$, mg L$^{-1}$). Subsequently, filters were combusted at 500°C for 2 h, and then reweighed to estimate inorganic suspended particulate matter (SPM$_i$, mg L$^{-1}$). Organic suspended particulate matter (SPM$_o$, mg L$^{-1}$) estimates were obtained as the difference between SPM$_t$ and SPM$_i$ [Breton et al., 2009]. Dissolved organic carbon (DOC, mg L$^{-1}$) concentrations were measured with a TOC-5000A carbon analyzer (Shimadzu Co., Japan) calibrated with potassium biphthalate [Breton et al., 2009]. Water samples were filtered through cellulose acetate filters (47 mm diameter, 0.2 μm pore size, Advantec MFS Inc., USA) that were prerinse by pure water prepared with an EASY pure II UV/UF system (Barnstead International, USA), and the filtrate was stored in the dark at 4°C for up to 2 weeks until analysis.

2.4. Inherent Optical Properties

For analysis of colored dissolved organic matter (CDOM), water samples were filtered through GF/F filters (47 mm diameter) and subsequently through the nitrocellulose membrane filters (47 mm diameter), and the filtrates were refrigerated in amber glass bottles until analysis. The absorbance ($A(\lambda)$, dimensionless) of the filtrate against pure-water was measured from 200 to 850 nm at 1 nm intervals (spectral slit width 2 nm) in a 1 cm quartz cuvette using a Cary 100 dual beam spectrophotometer (Varian Inc., Canada). The absorbance coefficients of CDOM ($a_{CDOM}(\lambda)$, m$^{-1}$) were calculated as:

$$a_{CDOM}(\lambda) = \frac{2.303A(\lambda)}{L}$$  \hspace{1cm} (2)

where $L$ is the path length of the cuvette. Null point correction was conducted by subtracting the average of $a_{CDOM}(\lambda)$ from 750 to 760 nm where the absorption curves became flat [Mitchell et al., 2002; Mitchell et al., 2000]. The exponential slope parameters of the spectra ($S_{CDOM}$) were calculated by nonlinearly fitting the measured value from 300 to 650 nm to the equation:

$$a_{CDOM}(\lambda) = a_{CDOM}(\lambda_0) \cdot e^{-S_{CDOM}(\lambda - \lambda_0)}$$  \hspace{1cm} (3)

where $\lambda_0$ is the reference wavelength as 440 nm [Bricaud et al., 1981; Stedmon et al., 2000]. The DOC-specific absorption coefficient of CDOM ($a_{CDOM}^{DOC}(\lambda)$, m$^2$ g$^{-1}$ C) was calculated as $a_{CDOM}(\lambda)$ divided by DOC concentration.
Suspended particles in the lake water were filtered onto GF/F filters (25 mm diameter) and stored up to 10 months at −80°C until optical analysis. Absorbance of this particulate matter was measured by the wet filter technique (quantitative filter technique) in the same spectrophotometer as above equipped with an integrating sphere, with the filter held by a sample holder at the entrance of the sphere (Labsphere Inc., USA) following Mitchell et al. (2002). The absorbance of nonalgal particles was then measured by the same technique after extracting pigments from the filter sample with methanol [Kishino et al., 1985; Mitchell et al., 2002]. The optimal depigmentation protocol for particle samples from inland waters is a subject of ongoing discussion [Binding et al., 2008]; in the present study, the widely applied methanol extraction method was sufficient to remove algal pigments, and no absorption peaks of remnant pigments were observed after extraction. The absorption coefficients of total and nonalgal particulate matter ($a_p(\lambda)$ and $a_{NAP}(\lambda)$ in m$^{-1}$, respectively) were calculated as:

$$a_p(\lambda) \text{ or } a_{NAP}(\lambda) = \frac{2.303A(\lambda) \cdot T}{\beta \cdot V}$$  \hspace{1cm} (4)

where $T$ is the filtered area, $V$ is filtered volume, and $\beta$ is the path length amplification factor [Mitchell et al., 2002]. A constant value for $\beta = 2$ was used after Roesler [1998]. There have been several methods suggested for the beta estimation [Cleveland and Weidemann, 1993; Mitchell et al., 2002], and this remains a source of uncertainty. Comparison of the absorption coefficient spectra obtained with this constant beta with those obtained with the method of Bricaud and Stramski [1990], also widely used, gave root mean square differences in the range 0.02 to 0.05 m$^{-1}$. Thus the uncertainty associated with the beta factor may be considered minor. Null point correction was applied in the same manner as for $a_{CDOM}(\lambda)$. The absorption coefficient of algal particles ($a_p(\lambda)$, m$^{-1}$) was obtained by subtracting $a_{NAP}(\lambda)$ from $a_p(\lambda)$. Similar to $a_{CDOM}(\lambda)$, the exponential slope parameter of the $a_{NAP}(\lambda)$ spectra ($S_{NAP}$) was calculated by fitting equation (3) to the data. Nonlinear regression was conducted over the spectral range 380–730 nm excluding the ranges 400–480 and 620–710 nm to eliminate the residual pigment absorption [Babin et al., 2003a; Belzile et al., 2004]. The SPMT-specific absorption coefficient of nonalgal particulate matter ($a_{NAP}\ast(\lambda)$, m$^2$ g$^{-1}$ SPM) and Chl $a$-specific absorption coefficient of algal particles ($a_{ap}\ast(\lambda)$, m$^2$ mg$^{-1}$ Chl $a$) were also calculated.

The GF/F filtrate was filtered onto nitrocellulose membrane filters (25 mm diameter, 0.2 μm pore size; Millipore Co., USA) and the absorption coefficient of materials collected on the filters (fine particles, $a_{NAP}(\lambda)$, m$^{-1}$) was determined using the same method as for the $a_p(\lambda)$ quantification described above, and similar to methods applied elsewhere [e.g., Ferrari and Tassan, 1996] including for fine particles [Gallegos, 2005; Watanabe et al., 2011]. A major source of uncertainty for such analysis is the beta factor for nitrocellulose membrane filters, which likely differs from that of glass fiber filters. Full evaluation of this method, for example by the approach of Babin and Stramski [2002], is needed for future studies of fine particle optics.

### 2.5. Blank and Duplicate Preparation

Blanks and duplicates were prepared for each sampling event to check the precision of the laboratory analyses. Blanks were prepared for SPM, DOC, $a_{CDOM}(\lambda)$, and $a_p(\lambda)$ using pure water (as above) that was treated in the same way as the samples. These blanks were then analyzed as the natural water samples and the obtained values, if above the detection limit (which was rarely the case), were subtracted from lake water samples for correction. For Chl $a$, SPM, $a_{CDOM}(\lambda)$, and $a_p(\lambda)$, duplicate samples were analyzed and the averaged values were used for subsequent data analyses. The average differences between duplicates were 11% (SPM$_h$), 10% (Chl $a$), 5% ($a_{CDOM}(440)$), and 3% ($a_p(440)$).

### 2.6. AC-S Measurement

The absorption and beam attenuation coefficients for unfiltered water samples ($a_{c-w}(\lambda)$ and $c_{c-w}(\lambda)$ in m$^{-1}$, respectively) were measured using an AC-S spectrophotometer (25 cm path length, WET Labs Inc., USA) mounted on the laboratory bench [Watanabe et al., 2011]. Pure-water calibration values obtained immediately before the sampling period were subtracted from the raw readings and a temperature correction was applied by using the spectral correction coefficients obtained specifically for our instrument [Pegau et al., 2003; Sullivan et al., 2006; Twardowski et al., 1999]. A null point correction was applied by subtracting the absorption coefficient at the longest wavelength measured by the instrument (751.7 nm), as in Pegau et al. [2003].

The measured spectral ranges of our instrument were 403.0–751.7 nm for $a_{c-w}(\lambda)$ and 401.6–750.8 nm for $c_{c-w}(\lambda)$. The resultant spectra were linearly interpolated for the range 403–700 nm at 1 nm intervals to align
with other IOPs and for summation over the PAR range for the photon budget calculations (see equation (7)). The spectra were extrapolated to 400 nm by fitting the measured values from 403 to 410 nm to the exponential model as in equation (3). This extrapolation of \( c_{\text{sw}}(\lambda) \) spectra was considered appropriate because of the high contribution of CDOM absorption and relatively minor contribution of scattering over this wavelength range (mean contribution of \( b_p(403) \) in \( c_{\text{sw}}(403) \) was 28%). The scattering coefficients of suspended particulate matter (\( b_p(\lambda), \text{m}^{-1} \)) were therefore obtained by subtracting \( a_{\text{sw}}(\lambda) \) from \( c_{\text{sw}}(\lambda) \). The SPMT-specific scattering coefficients for suspended particulate matter (\( b_p^s(\lambda), \text{m}^2 \text{g}^{-1} \)) were therefore assumed to be negligible in the present study, also since the absorption and scattering coefficients for Lake St. Charles were much higher than for the offshore ocean.

In summary, the absorption and scattering coefficients for each optical component were measured with collimated light, and were therefore converted to the diffuse absorption and backscattering coefficients of downward radiation \( (a_{D,i}(\lambda) \text{ and } b_{D,i}(\lambda), \text{respectively}) \) by dividing with the average cosine of downward irradiance \( \bar{C}_d(\lambda) \), dimensionless, the ratio of the downward irradiance to the downward scalar irradiance [Kirk, 1994]. The parameter \( \bar{C}_d(\lambda) \) was assumed constant with a value of 0.8 [Smith et al., 1989]. These diffuse absorption coefficients were subsequently incorporated into the spectrally weighted diffuse absorption coefficient of component \( i \) for PAR \( (a_{D,i}(\lambda;\text{PAR}) \) as:

\[
a_{D,i}(\lambda;\text{PAR}) = \frac{\int_{400}^{700} a_{D,i}(\lambda;\lambda) \cdot E_d(\lambda;\lambda) d\lambda}{\int_{400}^{700} E_d(\lambda;\lambda) d\lambda}
\]  

(7)

The spectrally weighted diffuse backscattering coefficient for PAR \( (b_{D,i}(\lambda;\text{PAR}) \) was calculated in an analogous manner. Finally, the estimated diffuse attenuation coefficient for PAR \( (K_d(\lambda;\text{PAR}) \) was calculated as:
This estimation was conducted from the surface (0 m) to 6 m at 0.1 m intervals, because the observed bottom of euphotic zone of the study site was always less than 6 m (mean: 4.4 m, see below) during summer. The component-specific absorption and scattering spectra were assumed to be constant throughout the water column.

The $\eta_d(z;\lambda)$ value represents the average angular distribution of downward photon flux at a point in the water column [Kirk, 1994], and although a constant value of 0.8 was applied in the present study, theoretical studies have shown that there may be spectral and vertical variations. These variations depend on factors such as the scattering to absorption ratio, scattering phase function, optical depth, and solar angle [Berwald et al., 1995; Kirk, 1981], and can be a source of error in estimating component specific diffuse attenuation coefficients [Stavn, 1988]. To determine the effect of variations in $\eta_d(z;\lambda)$, we applied the HydroLight radiative transfer model (Seqoia Scientific Inc., USA) to estimate this AOP for Lake St. Charles, with the input of lake location, sample time, measured above-water spectral irradiance, $a_{\Delta\omega}(\lambda)$ and $c_{\Delta\omega}(\lambda)$ measured by AC-S, a backscattering ratio of 0.018, and sky conditions for each sampling day. The resultant $K_d(z;\lambda)$ based on the model prediction of $\eta_d(z;\lambda)$ was compared to that calculated with a constant $\eta_d(z;\lambda)$ of 0.8, and the difference ranged from −5 to +6% for the entire water column throughout the summer. This implies that $\eta_d(z;\lambda)$ can be reasonably approximated with a constant value of 0.8 for oligo to mesotrophic waters with relatively low b/a ratios, if measured or estimated values are not available.

The backscattering ratio was assumed to be constant (0.018) [Petzold, 1972] in the present study. This value, however, can vary widely depending on particle composition [Boss et al., 2004; Loisel et al., 2007], and the variation can substantially influence the underwater light field in optically complex inland waters [Gallegos et al., 2008; Peng et al., 2009]. We estimated the backscattering coefficient from field radiometric measurements by a method based on Monte Carlo simulation ($b_{bb}(\lambda)$), and this gave values from 0.011 to 0.032 for Lake St. Charles. This three-fold variation in backscattering ratio, however, resulted in only a 3% change in $K_d(z;\lambda)$, and the application of a constant value appears to be appropriate for Lake St. Charles and similar lakes with high total absorption coefficients.

### 2.8. Photon Absorption Budget Calculations

The fraction of PAR absorbed by each component in the water column was simulated for a range of limnological conditions to further understand the dominant factors controlling PAR attenuation, which is of direct relevance to water quality monitoring and management. The absorption spectrum of each optical component was estimated from the concentration of the respective limnological variable. The absorption spectra of CDOM were estimated from DOC concentrations by estimating absorption at the reference wavelength of 440 nm $a_{CDOM(440)}$ from a regression model (see below), and the $a_{CDOM(\lambda)}$ spectra were estimated from $a_{CDOM(440)}$ by fitting to equation (3). The $S_{CDOM}$ was assumed to be constant, and the summer average value of 0.0157 nm$^{-1}$ (see below) was applied. Similarly, $a_{\Delta\omega}(\lambda)$ was estimated from SPM$_T$ concentrations and the exponential model (equation (3)). The summer average (0.0101) of $S_{CDOM}$ was applied as the exponential slope, and $a_{CDOM(440)}$ was also estimated from SPM$_T$ by a regression model (see below). The $a_{\lambda}(\lambda)$ spectra were estimated from Chl $a$ concentrations by regression models between Chl $a$ and $a_{\lambda}(\lambda)$ for each wavelength. The parameter $a_{\Delta\omega}(\lambda)$ was assumed to vary within the range of measured values, and for the simulations we used the measured spectra from when $a_{\Delta\omega}(440)$ was at its minimum (10 June) and maximum (30 September), as well as the average spectrum during the summer. The concentration of optical components was limited to the observed range (DOC: 2.5–4.2 mg L$^{-1}$, SPM$_T$: 1.1–2.9 mg L$^{-1}$) except for Chl $a$ concentrations which were extended to 50 µg L$^{-1}$ to simulate extreme algal bloom conditions. The above-water surface irradiance ($E_{d(0°);\lambda}$) obtained on 19 September was used for all calculations. This spectrum represented the irradiance spectra under a clear sky. All spectra were calculated at 1 nm intervals over the range 400–700 nm. The proportional absorption of photons by each component $i$ for PAR was then calculated as:

$$K_d(z;\lambda) = \sum_{i=1}^{n} a_{D_i}(z;\lambda) + b_{bb}(z;\lambda)$$

(8)
Table 2. Limnological Conditions of Lake St. Charles in Summer 2008: Chlorophyll a (Chl a), Dissolved Organic Carbon (DOC), Total Suspended Particulate Matter (SPMT), Inorganic Suspended Particulate Matter (SPMI), and Organic Suspended Particulate Matter (SPMO) Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>units</th>
<th>Range</th>
<th>Mean</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chl a</td>
<td>µg L⁻¹</td>
<td>3.0–15.4</td>
<td>8.1</td>
<td>53</td>
</tr>
<tr>
<td>DOC</td>
<td>mg L⁻¹</td>
<td>2.5–4.2</td>
<td>3.4</td>
<td>16</td>
</tr>
<tr>
<td>SPMI</td>
<td>mg L⁻¹</td>
<td>1.1–2.9</td>
<td>2.1</td>
<td>29</td>
</tr>
<tr>
<td>SPMO</td>
<td>mg L⁻¹</td>
<td>0.2–1.2</td>
<td>0.9</td>
<td>33</td>
</tr>
<tr>
<td>SPMd</td>
<td>mg L⁻¹</td>
<td>0.8–1.7</td>
<td>1.2</td>
<td>30</td>
</tr>
</tbody>
</table>

CV = coefficient of variation (standard deviation as percentage of the mean).

Data from 8 June 2008 were missing (n = 7).

3. Results

3.1. Limnological Variables

Limnological data for Lake St. Charles over the sampling period are given in Table 2. Chlorophyll a concentrations varied by a factor of 5, with higher values in late July and August (9.5–15.4 µg L⁻¹) and lower to moderate values (3.0–7.4 µg L⁻¹) for the rest of the summer. This is within the mesotrophic range (10–30 µg Chl a L⁻¹) [MDDEP, 2007]. SPMI varied more than two-fold, with no obvious trend during summer. The percent contribution of SPMI to SPMT varied from 18 to 52% (mean: 40%), consequently SPMO accounted for on average 60% of SPMI but on 3 September 2008 up to 82%. DOC concentrations varied to a lesser extent than SPM and Chl a, increasing from 2.5 mg L⁻¹ (10 June) to 4.2 mg L⁻¹ (8 July), and then gradually decreasing to 3.1 mg L⁻¹ on 30 September 2008. The Pearson’s product moment correlation analysis showed that there was no significant correlation between DOC and Chl a (r = 0.59, p = 0.13) nor between SPMI and Chl a (r = 0.51, p = 0.24), however DOC and SPMI were correlated (r = 0.78, p = 0.04). Surface water temperature was relatively stable early to mid-summer, varying in range from 18.6 to 22.3°C, and fell to approximately 14.5°C in late summer (19 and 30 September). The water column was stratified approximately at 2 m for the first four observations (10 June to 5 August). The surface mixed layer then deepened to 6 m by late summer. Secchi depth during the period June–September 2008 averaged 2.5 m, with a CV of 16% [Bourget, 2011].

3.2. Underwater Irradiance and Apparent Optical Properties

As illustrated by the underwater irradiance spectra on 19 September 2008 (Figure 2), $E_{eq}(z; \lambda)$ was attenuated more rapidly at shorter relative to longer wavelengths, and similar spectral characteristics were observed throughout the summer. The $K_d(\lambda)$ values were highest at the blue end of the spectrum and lower at the red end (Figure 3). The average $K_d(440)$ was 3.56 m⁻¹ with the range 2.52–4.63 m⁻¹ (CV: 20%), and the average $K_d(680)$ was 0.95 m⁻¹ with a range of 0.79–1.07 m⁻¹ (CV: 9%). The lowest $K_d(PAR)$ value (0.77 m⁻¹) was in early summer (10 June); the values increased to a maximum of 1.29 m⁻¹ on 8 July, and gradually decreased thereafter to 1.01 m⁻¹ during the rest of the summer. Optical depth (1/$(K_d(PAR))$ ranged from 0.8 to 1.3 m, and the depth limit of the euphotic zone (1% of surface irradiance) ranged from 3.6 to 6.0 m, with a mean of 4.4 m (CV: 17%).

3.3. Inherent Optical Properties

$a_{CDOM}(440)$ values showed a two-fold variation (Figure 4a and Table 3). The lowest $a_{CDOM}(440)$ value (1.38 m⁻¹) was observed at the beginning of the summer (10 June). The value increased to a maximum of 2.65 m⁻¹ one month later (8 July), and then gradually decreased throughout the summer to 1.80 m⁻¹, with a summer average of 2.16 m⁻¹. Although the $a_{CDOM}(440)$ showed a similar seasonal trend as $a_{CDOM}(440)$, the variation was small (Table 3) and there was a strong linear relationship between CDOM absorption and DOC (Figure 5a). A linear regression analysis showed that there was no significant difference between the intercept and zero; the subsequent regression through the origin gave the model: $a_{CDOM}(440) = 0.63[DOC]$ ($r^2 = 0.92, p < 0.01$). $S_{CDOM}$ showed little variation (CV: 1%) with a mean of 0.0157 nm⁻¹ throughout the season.

Similar to $a_{CDOM}(440)$, the $a_{NAP}(440)$ values also showed a two-fold variation (Figure 4b and Table 3), but no clear seasonal trend. The specific values, $a_{NAP}(440)$, ranged from 0.190 to 0.259 m² g⁻¹ with a mean of 0.219 m² g⁻¹. The mean value of $S_{NAP}$ was 0.010 nm⁻¹, with little variation (Table 3). The $a_{NAP}(440)$ was significantly correlated with both SPMI (r = 0.94, p < 0.01) and SPMI (r = 0.81, p = 0.02). The relationship between
aNAP(440) and SMPT was linearly modeled as 

\[ \text{aNAP}(440) = 0.21 \times \text{SPMT} (n = 7, r^2 = 0.71, p < 0.01) \]

regression through the origin due to no significant intercept, Figure 5b). Values of aU(440) averaged 0.119 m^2 mg^{-1} (Figure 4c and Table 3) and varied by a factor of two as a linear function of Chl a 

\[ \text{aU}(440) = 0.0064 \times \text{Chl a} + 0.0667; r^2 = 0.85, p < 0.01 \]

intercept significant, Figure 5c). The range of aU*(440) was from 0.010 to 0.025 m^2 mg^{-1} Chl a (CV: 32%). The absorption of fine particles showed threefold variation with a mean value of 0.26 m^2 mg^{-1} (Table 3) and no clear seasonal trend.

The scattering coefficient bP(440) showed a two-fold variation (Table 3) and was significantly correlated with SPMT 

\[ r = 0.99, p < 0.01 \]

as a consequence, the specific values for this parameter (bP*(440)), showed little variation (Table 3). The shape of bP(\lambda) spectra is often described by a hyperbolic model [Babin et al., 2003a; Belzile et al., 2004]. However, the scattering spectra obtained for Lake St. Charles particles did not fit this model due to inflections in the spectra at the phytoplankton pigment absorption maxima. The ratio of the total scattering to the total absorption coefficient (bT/aT(\lambda), dimensionless) showed a two-fold seasonal variation. The spectra displayed peaks at about 585 and 640 nm (Figure 4f). The average value for bT/aT(585) was 2.36, with a range from 1.57 to 2.88 (CV: 19%).

### 3.4. Photon Budget Analyses

On all dates of sampling, the estimated diffuse attenuation coefficient for PAR (K_d(z;PAR)) decreased with depth (Figure 6). On average, K_d(z;PAR) decreased by 54% from the surface to the bottom of the euphotic zone (range 49–58%). Comparison of \( K'_d(z;PAR) \) values estimated from the photon budget calculations with those derived from regressions of measured \textit{in situ} irradiance versus depth in the euphotic zone gave an \( R^2 \) of 0.50 (n = 181), with 71% of the values within the RMSE of \( \pm 0.19 \) m^{-1} around the 1:1 line (Figure 7a). The largest deviations were near the surface where large fluctuations were observed in \( E_d(z) \) due to wave motion, while the values near the bottom of the euphotic zone closely converged. As a further comparison, we also estimated \( E_d(z;PAR) \) from measured photon flux density and the modeled attenuation coefficients as:

\[
E_d(z;PAR) = E_d(z_0;PAR) \cdot e^{-K'_d(z_0;PAR) (z - z_0)}
\]

where \( z_0 \) is the depth 0.1m above \( z \) m (i.e., \( z_0 = z - 0.1 \)). For example, the value at 1 m \( (E_d(1;PAR)) \) was modeled from the measured photon flux density for PAR at 0.9 m \( (E_d(0.9;PAR)) \) and modeled attenuation coefficient for PAR at 0.9 m \( (K'_d(0.9;PAR)) \). When the values were compared with the measured \( E_d(z;PAR) \), the mean absolute percent error was 6% and \( R^2 \) was 0.95 in the euphotic zone \( (n = 334) \). There was no obvious vertical trend in the error (Figure 7b), except for near surface values showing larger discrepancies due mainly to measurement variations in \( E_d(z;PAR) \) as noted above.
Figure 4. Spectral profiles of inherent optical properties: the absorption coefficients of (a) colored dissolved organic matter (CDOM), (b) nonalgal particulate matter (NAP), (c) algal particles, (d) fine particles, (e) the scattering coefficient of suspended particulate matter, and (f) the ratio of total scattering to total absorption coefficient (b/a). Observations are shown for all dates of sampling (n = 8).

Table 3. Summary of the Inherent Optical Properties Measured by a Laboratory Bench Top Spectrophotometer and a Wetlabs AC-S Spectrophotometer: the Absorption Coefficients (a), Specific Absorption Coefficients (a*), and Exponential Slope Parameters (S) for Absorbing Components: Colored Dissolved Organic Matter (CDOM), Nonalgal (NAP), Algal, and Fine Particles, the Scattering Coefficients of Suspended Particulate Matter (b_p), Specific Scattering Coefficients (b_p*), and the Ratios of Total Scattering to Total Absorption Coefficients (b/a).

<table>
<thead>
<tr>
<th>Optical Variable</th>
<th>Units</th>
<th>Range</th>
<th>Mean</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_{\text{CDOM}}(320))</td>
<td>m(^{-1})</td>
<td>9.92–18.77</td>
<td>15.30</td>
<td>19</td>
</tr>
<tr>
<td>(a_{\text{CDOM}}(440))</td>
<td>m(^{-1})</td>
<td>1.38–2.65</td>
<td>2.16</td>
<td>20</td>
</tr>
<tr>
<td>(a_{\text{CDOM}*}(440))</td>
<td>m(^{-1}) (\cdot) C</td>
<td>0.560–0.690</td>
<td>0.624</td>
<td>6</td>
</tr>
<tr>
<td>(S_{\text{CDOM}})</td>
<td>nm(^{-1})</td>
<td>0.0155–0.0158</td>
<td>0.0157</td>
<td>1</td>
</tr>
<tr>
<td>NAP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_{\text{NAP}}(440))</td>
<td>m(^{-1})</td>
<td>0.28–0.55</td>
<td>0.44</td>
<td>19</td>
</tr>
<tr>
<td>(a_{\text{NAP}*}(440))</td>
<td>m(^{-1}) (\cdot) g SPm</td>
<td>0.190–0.259</td>
<td>0.219</td>
<td>13</td>
</tr>
<tr>
<td>(S_{\text{NAP}})</td>
<td>nm(^{-1})</td>
<td>0.0096–0.0106</td>
<td>0.0101</td>
<td>4</td>
</tr>
<tr>
<td>Algal particles</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_{\text{U}}(440))</td>
<td>m(^{-1})</td>
<td>0.08–0.16</td>
<td>0.12</td>
<td>25</td>
</tr>
<tr>
<td>(a_{\text{U}}(660))</td>
<td>m(^{-1})</td>
<td>0.06–0.14</td>
<td>0.10</td>
<td>34</td>
</tr>
<tr>
<td>(a_{\text{U}*}(440))</td>
<td>m(^{-1}) (\cdot) Chl a</td>
<td>0.010–0.025</td>
<td>0.017</td>
<td>31</td>
</tr>
<tr>
<td>(a_{\text{U}*}(660))</td>
<td>m(^{-1}) (\cdot) Chl a</td>
<td>0.009–0.019</td>
<td>0.013</td>
<td>23</td>
</tr>
<tr>
<td>Fine particles</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_{\text{fine}}(440))</td>
<td>m(^{-1})</td>
<td>0.16–0.45</td>
<td>0.26</td>
<td>43</td>
</tr>
<tr>
<td>Scattering</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b_p(440))</td>
<td>m(^{-1})</td>
<td>0.95–1.98</td>
<td>1.53</td>
<td>22</td>
</tr>
<tr>
<td>(b_p(555))</td>
<td>m(^{-1})</td>
<td>0.78–1.74</td>
<td>1.31</td>
<td>24</td>
</tr>
<tr>
<td>(b_p*(440))</td>
<td>m(^{-1}) (\cdot) SPm</td>
<td>0.635–0.870</td>
<td>0.760</td>
<td>13</td>
</tr>
<tr>
<td>(b_p*(555))</td>
<td>m(^{-1}) (\cdot) SPm</td>
<td>0.537–0.755</td>
<td>0.652</td>
<td>13</td>
</tr>
<tr>
<td>b/a ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b/a(440))</td>
<td>dimensionless</td>
<td>0.407–0.781</td>
<td>0.588</td>
<td>19</td>
</tr>
<tr>
<td>(b/a(585))</td>
<td>dimensionless</td>
<td>1.57–2.88</td>
<td>2.35</td>
<td>19</td>
</tr>
</tbody>
</table>

*Data from 8 June were missing (n = 7).
The goodness-of-fit between measured and modeled irradiance was consistent across all dates of sampling (supporting information Figures S1 and S2), implying no major depth variations in IOPs throughout summer within the modeled surface layer, 0–6 m. However, there were large changes in the in situ absorption of PAR by the different optical constituents down the water column, as illustrated by the photon budget calculations for 19 September (Figure 8). The $a_{CDOM}(z; PAR)$ values (Figure 8a) decreased down the water column in parallel with $K_d(z; PAR)$, from 0.84 m$^{-1}$ just below the surface to 0.25 m$^{-1}$ at the bottom of the euphotic zone (4.3 m). Absorption by other nonwater absorbing components, NAP, algal particles, and fine particles also decreased with depth. For example, $a_{fine}(z; PAR)$ dropped over this depth range from 0.07 to 0.02 m$^{-1}$.

In contrast, the in situ absorption by water molecules ($a_{w}(z; PAR)$) increased with depth, rising from 0.21 at the surface to 0.32 m$^{-1}$ at the bottom of the euphotic zone, while $b_{D}(z; PAR)$ showed little vertical variation. At the top of the water column (just beneath the surface), the order of importance of each optical component in terms of % contribution to total photon attenuation was: CDOM (60%), water (15%), NAP (14%), fine particles (5%), algal particles (4%), and backscattering (2%). At the base of the euphotic zone, the order was: CDOM (43%), water (34%), NAP (12%), algal particles (6%), fine particles (3%), and backscattering (3%, sum is 101% due to rounding). These vertical characteristics and proportional contributions were consistent throughout the summer (Figure 9).

Seasonal variation in the estimated diffuse attenuation coefficient for PAR averaged over euphotic zone depth ($K_d(z_{ave}; PAR)$), just below the surface ($K_d(0; PAR)$), and at the bottom of the euphotic zone ($K_d(z_{eup}; PAR)$) are shown in Figures 9a, 9c, and 9e, respectively. The seasonal trend for these variables was consistent with that of measured $K_d(PAR)$, with an increase from June to July followed by a gradual decrease throughout the summer. For the average over the euphotic zone, the range of $a_{CDOM}(z_{ave}; PAR)$ was from 0.33 to 0.57 m$^{-1}$, and $a_{CDOM}(z_{ave}; PAR)$ from 0.25 to 0.31 m$^{-1}$ (Table 4). Other components showed two to four-fold variations, but their absolute changes were smaller relative to those of CDOM and water (Table 4). There were close correlative relationships between the optical and
limnological variables: $a_{D,CDOM(z;PAR)}$ versus DOC, $r = 0.97$ ($p < 0.01$); $a_{D,NAP(z;PAR)}$ versus SPM$_R$, $r = 0.92$ ($p < 0.01$); $a_{D,NAP(z;PAR)}$ versus SPM$_T$, $r = 0.88$ ($p = 0.01$); $a_{D,Chl(z;PAR)}$ versus Chl $a$, $r = 0.95$ ($p < 0.01$); and $b_{D,NAP(z;PAR)}$ versus SPM$_T$, $r = 0.87$ ($p < 0.01$).

3.5. Photon Absorption Budget Calculations

The absorption analysis showed consistent dominance by CDOM in the absorption budget (Figure 9). For the observed range in limnological conditions, the contribution of algal pigments varied from 3 to 10% (Fig. 10), while that of CDOM varied from 32 to 55%. For extreme Chl $a$ concentrations ($5 \mu$g L$^{-1}$) occurring in the condition where the concentrations of other components were at the minimum value of their observed ranges (DOC: 2.5 mg L$^{-1}$, SPM$_R$: 1.1 mg L$^{-1}$, $a_{\text{targ}(440)}$: 0.16 m$^{-1}$) the contribution of algal particles increased to 23%, but was still well below that of CDOM (38%).

4. Discussion

4.1. PAR Attenuation

On all dates of sampling, $K_d'(z;PAR)$ was highest at the surface and decreased with depth, due mostly to changes in the spectral distribution of $E_d(z;\lambda)$ down the water column. In the upper waters, there was higher diffuse absorption at shorter wavelengths. Deeper in the water column, PAR was depleted in shorter wavelength photons, and the remaining longer wavelength PAR was attenuated less strongly, resulting in lower values of $K_d(z;PAR)$ at depth. This contrasts with oceanic systems [Giles-Guzman and Alvarez-Borrego, 2000; Smith et al., 1989], in which $K_d'(z;PAR)$ also decreases with depth, but because of the attenuation of longer wavelength PAR in the surface waters and the shift to blue-dominated light at depth that is attenuated less by water itself. The decrease in $K_d(z;PAR)$ with depth is a universal phenomenon whenever the absorption spectrum ($a_{\text{targ}(\lambda)}$) is uneven, and $K_d(z;PAR)$ will asymptotically approach the minimum value for $K_d'(\lambda)$ as seen in this study, e.g., $K_d(z;PAR)$ reached 0.8 m$^{-1}$ with depth (Figure 6), which is also the minimum value shown in Figure 3.

The component-specific coefficient profiles showed vertical changes due to the combined effects of their diffuse absorption and scattering characteristics and the spectral changes with depth (Figure 8). This effect is especially apparent in the estimates of per volume spectral diffuse absorption as a function of depth ($a_{D,\lambda}(z;\lambda) 	imes E_{\text{targ}(\lambda)}(z;\lambda)$, Figure 11). There were large vertical decreases in $a_{D,CDOM(z;PAR)}$, with more than a two-fold change from surface to the bottom of the euphotic zone. This change was associated with depletion of light at shorter wavelengths where CDOM has highest diffuse absorption. Similar vertical changes were

Figure 7. Comparison of photon budget calculations and measured values. (a) $K_d'(z;PAR)$ derived from the photon budget calculations versus $K_d(z;PAR)$ derived from log-linear regressions of measured photon flux density versus depth. The solid line indicates 1:1 relationship and the dashed lines show the range of root mean square error ($\pm 0.19$ m$^{-1}$). (b) Percent error of estimated photon flux density relative to measured values as a function of depth. The solid line indicates zero % error.
observed for both NAP and fine particles, components with similar exponential absorption curves as for CDOM. The diffuse absorption by algal particles also showed a depth-dependent decrease; however, it was smaller due to the bimodal shape of chlorophyll absorption spectra, with peaks in both the blue and red wavebands of the spectrum. Pure-water was the only component that showed a strong vertical increase, due to its higher absorption at longer wavelengths and the large absorption by CDOM in the upper water column that shifted the PAR spectrum toward these longer wavelengths. These vertical shifts in component-specific coefficient are universal when $K_d(PAR)$ is uneven over the spectrum. Backscattering showed little change down the water column because of its small spectral dependency.

The seasonal measurements of $K_d(z;PAR)$ and its component structure indicate that variation in PAR attenuation of Lake St. Charles is mostly accounted for by changes in the diffuse absorption by CDOM (Figure 9), which in turn is a function of DOC concentration (see below). Other components showed two to four-fold seasonal variation in tandem with variations in their respective limnological variables; however, the ranges of variation and proportional contribution to total attenuation were small relative to those of CDOM. Algal particles, often considered to be the major controlling factor for underwater light and a commonly used indicator of lake water quality worldwide [e.g., Dodson, 2005; Kalff, 2002], made little contribution to PAR attenuation and its seasonal variability (Figures 9 and 11).

The importance of CDOM for PAR attenuation was reinforced by the photon absorption budget analysis which quantifies the fraction of incoming surface irradiance captured by each absorbing component (Figure 10). In the observed range of DOC concentrations during the study period (2.5–4.2 mg L$^{-1}$), CDOM maintained its dominance of PAR attenuation down the water column. Even when the conditions were under the combined influence of lowest DOC (2.5 mg L$^{-1}$) and extremely high Chl $a$ concentrations (50 $\mu g$ L$^{-1}$, extrapolated from observed data), CDOM still remained the primary absorbing component (29% compared to 20% for Chl $a$). These results indicate that CDOM is likely to be an important regulating factor of primary production in Lake St. Charles by competing with phototrophs for PAR, as in many coastal systems and inland waters elsewhere [Karlsson et al., 2009; Markager et al., 2004]. It also indicates that common optical measures of phytoplankton dynamics and water quality (e.g., radiometric determination of the diffuse attenuation coefficient for PAR and Secchi depth measurements of water column transparency) would be confounded in CDOM dominated water. Secchi depth is a function of not only $K_d(PAR)$ but also the beam attenuation coefficient for PAR ($c(PAR)$) [Preisendorfer, 1986], and the contribution of algal absorption to $c(PAR) + K_d(PAR)$ is even lower (average 3%). Although the contribution of algal particles to Secchi depth through scattering cannot be evaluated in the present data set, it should not exceed that of CDOM (average

![Figure 8. Vertical profiles of component-specific diffuse absorption/scattering coefficients for 19 September 2008: (a) absolute values and (b) proportional contribution to the total diffuse attenuation coefficient for PAR in %.]
31%). In Lake St. Charles, eutrophication accompanied with occasional cyanobacterial blooms have been a severe water quality concern in recent years, but Chl $a$ concentrations in the pelagic zone rose to only 15 $\mu$g L$^{-1}$ [Rolland et al., 2013]. The present calculations show that this Chl $a$ concentration would be poorly detected by standard water transparency measurements. Similar caution must be applied to lake monitoring practices throughout north temperate and boreal regions, where there are often large inputs of highly colored dissolved organic matter to lakes from their forested catchments [Prairie et al., 2002].

4.2. The Photon Budget Analyses

The present study of PAR attenuation in Lake St. Charles combined field measurements of spectral irradiance with laboratory measurements of component-specific diffuse absorption and scattering spectra, and the photon budget calculations provided an improved understanding of the optical processes affecting underwater PAR attenuation. This type of spectral analysis has previously been limited to oceanic systems.
Table 4. Summary of the Photon Budget Estimation: the Estimated Diffuse Attenuation Coefficient for PAR (Kd(z;PAR)), the Diffuse Absorption Coefficients of Colored Dissolved Organic Matter (aCDOM(z;PAR)), Nonalgal Particulate Matter (aNAP(z;PAR)), Algal Particles (aAlgae(z;PAR)), Fine Particles (aFine(z;PAR)), and Water (aW(z;PAR)), the Diffuse Backscattering Coefficient (bD(z;PAR)), and Their Percent Contribution to Kd(z;PAR)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Range</th>
<th>Mean</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kd(z;PAR)</td>
<td>0.87–1.16</td>
<td>1.00</td>
<td>10</td>
</tr>
<tr>
<td>aCDOM(z;PAR)</td>
<td>0.33–0.57</td>
<td>0.44</td>
<td>18</td>
</tr>
<tr>
<td>aNAP(z;PAR)</td>
<td>0.08–0.16</td>
<td>0.13</td>
<td>20</td>
</tr>
<tr>
<td>aAlgae(z;PAR)</td>
<td>0.02–0.08</td>
<td>0.05</td>
<td>36</td>
</tr>
<tr>
<td>aFine(z;PAR)</td>
<td>0.03–0.13</td>
<td>0.06</td>
<td>58</td>
</tr>
<tr>
<td>aW(z;PAR)</td>
<td>0.26–0.31</td>
<td>0.29</td>
<td>6</td>
</tr>
<tr>
<td>bD(z;PAR)</td>
<td>0.02–0.04</td>
<td>0.03</td>
<td>24</td>
</tr>
<tr>
<td>%aCDOM(z;PAR)</td>
<td>37–49</td>
<td>45</td>
<td>8</td>
</tr>
<tr>
<td>%aNAP(z;PAR)</td>
<td>15–15</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>%aAlgae(z;PAR)</td>
<td>3–7</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>%aFine(z;PAR)</td>
<td>15–26</td>
<td>15</td>
<td>65</td>
</tr>
<tr>
<td>%aW(z;PAR)</td>
<td>2–3</td>
<td>3</td>
<td>17</td>
</tr>
</tbody>
</table>

The coupled AOP and IOP analysis applied here has several advantages over the estimation of component-specific attenuation coefficients by multiple linear regressions, as has been routinely applied to optically complex waters [e.g., Carstensen et al., 2013; Duarte et al., 1998; Balogh et al., 2009]. First, the photon budget approach provides detailed descriptions of the vertical gradient in spectral attenuation, while the more common regression approach provides only a water column averaged Kd(PAR). Second, the estimations can be made with a single spectral irradiance profile and associated set of IOPs, and provide values specific to the site at the time of sampling. In contrast, the multiple linear regression approach requires a large number of observations, yet produces only a single averaged estimate that does not capture the large intra and inter-system variation in space and time. Third, the approach can be conducted even when optical components vary dependently. The optical components of natural waterbodies are not always independent (or weakly dependent) as in the present study, and multiple linear regressions, which require that explanatory variables are independent of each other, cannot be applied in such cases.

Unlike the photon budget approach, multiple regression based analyses fail to take into account the spectral changes in the ambient light field, which can result in order of magnitude errors. For example, the diffuse absorption coefficient of pure-water for PAR has often been considered as a constant [Morel, 1988] given its fixed absorption spectrum [Pope and Fry, 1997]. However, as illustrated by the present study, the in situ diffuse absorption values for pure-water are subject to striking vertical and seasonal variations (Figure 8a and 9; Table 4), and aW(z;PAR) increased with depth on all dates of.
sampling, in sharp contrast to diffuse absorption by the other optical components. This is also contrary to the pattern reported for oceanic systems, where in situ $a_D(z; \lambda) \times E_{aq}(z; \lambda)$ decreases with depth because of the shift to bluer wavelengths [Giles-Guzman and Alvarez-Borrego, 2000; Smith et al., 1989, Murray et al., 2015]. The averaged $a_D(z; \lambda) \times E_{aq}(z; \lambda)$ for the Lake St. Charles euphotic zone (0.29 m$^{-1}$, Table 4) was an order of magnitude higher than the classic values for oceanic Case 1 waters (0.027 m$^{-1}$ [Smith and Baker, 1978]; 0.0384 m$^{-1}$ [Lorenzen, 1972]), and which sometimes is applied in studies elsewhere, including Case 2 coastal and inland waters [e.g., Obrador and Pretus, 2008; Balogh et al., 2009, and references therein]. This disparity between offshore marine and inland waters is the result of differences in spectral irradiance down their respective water columns.

In the present study, IOPs were measured in the surface water and were assumed to be constant throughout the water column. This is likely to be a source of error in the stratified period, as some vertical variation in the concentrations of optical components is known to occur in the lake. For example, Bourget [2011] reported that Chl $a$ concentrations were higher in epilimnion relative to deeper in the water column. Such variation, however, would have little influence on our model results given the minor role of phytoplankton particles in PAR attenuation in this lake (Figures 9 and 11). Vertical variations in DOC would have a greater effect, given the dominant role of CDOM in PAR attenuation. DOC measured at 8 m was stable during sampled period (mean: 2.7 mg L$^{-1}$; range: 2.6–3.3 mg L$^{-1}$; CV: 9%), while that of surface water showed seasonal variability (Table 2). The mean difference between two depths ranged from −5 to 39% with a mean of 18%. Although the value was measured outside of either modeled

Figure 11. Spectra of the component-specific, volume absorption/scattering of photon flux ($a_D(z; \lambda) \times E_{q,a}(z; \lambda)$) at different depths down the water column, 19 September 2008: (a) Measurements of the inherent optical properties of the different optical components. (b–f) $a_D(z; \lambda) \times E_{q,a}(z; \lambda)$ at 0, 0.5, 1.0, 2.0, and 4.0 m, respectively; insert graphs: the measured $E_{q,a}(\lambda)$ spectrum at that depth.
depth range (0–6 m) or ephotic zone depth (3.6–6 m), it gives some insight into DOC variability in hypolimnion. To assess the influence of such variations, we estimated $a_{\text{CDOM}}(\lambda)$ spectra from DOC at 8 m and applied it to the photon budget calculation (equation 7), assuming it to be the value in the hypolimnion. The mean absolute error on $K_r(\lambda; \text{PAR})$ in hypolimnion ranged from 6 to 23% (mean 16%). The error on average percent contribution of optical components for ephotic zone as shown on Figure 9b was minor except for 8 July when the contribution of CDOM decreased (from 47 to 37%) and that of water increased (from 28 to 33%), with little change in the percent contribution of the other components. We further evaluated the potential effects of variable DOC down the water column using Hydro-Light, and this confirmed that large depth variations in DOC would lead to pronounced changes in $K_r(\lambda; \text{PAR})$ (see supporting information Figure S3).

Despite the potential sources of error discussed above, there were no major discrepancies in the model validation, except for the observations taken near the water surface (< 2 m) where the measurement error on irradiance profile was large due to natural variation of light field, likely induced by wave motion (Figure 7b).

For future studies, the application of IOP profiles taken by an in situ spectrophotometer (such as casts of the AC meter with and without 0.2 μm membrane filters to measure CDOM and particulate absorption profiles) or of fluorometric measurements of CDOM and Chl $a$ may be useful to obtain improved estimates of variation down the water column, and these could be easily incorporated in the photon budget calculations for $K_r(\lambda; \text{PAR})$.

### 4.3. Optical Components

The observed high $a_{\text{CDOM}}(\lambda)$ and low $S_{\text{CDOM}}$ values imply that dissolved organic matter in Lake St. Charles is highly colored [Morris et al., 1995; Stedmon et al., 2000]. Also, the muted seasonal variations in these variables suggest that there was little qualitative variation throughout the summer, and that seasonal changes in CDOM absorption were almost entirely due to shifts in the concentration of dissolved organic matter. This carbon pool may be dominated by terrigenous carbon from catchments mostly covered by deciduous forests [Pienitz and Vincent, 2003; Tremblay et al., 2001]. The influence of photochemical or biological degradation, which is known to cause seasonal changes in the optical properties of CDOM [Vähätalo and Wetzel, 2004], may be minimal due to the relatively high hydraulic flushing rate in this lake (72 days) [Rolland et al., 2013], as in many drinking water reservoirs. This qualitative stability in the carbon pool and strong linearity in the CDOM-DOC relationship implies that CDOM absorption can serve as an index to estimate DOC concentrations in Lake St. Charles, and vice versa. Similarly strong relationships have been found in other water bodies [Stedmon et al., 2006]; however, this estimation would be feasible only within a water body, given that $a_{\text{CDOM}}(\lambda)$ may vary significantly between systems [Watanabe et al., 2009].

The $a_{\text{NAP}}(440)$ values in the lake (mean 0.219 m² g⁻¹) were considerably higher than previously reported for other aquatic systems [Babin et al., 2003b; Belzile et al., 2004; Binding et al., 2008]. This high mass-specific absorption may be the combined result of the NAP particle size distribution dominated by smaller particles, and the particle composition, with a higher proportion of mineral rich particles [Babin et al., 2003b; Binding et al., 2008; Stramski et al., 2007]. Adsorption of highly colored CDOM to these nonalgal particles could also contribute to higher mass-specific absorption, although this effect cannot be evaluated from the present data set. The coefficient $a_{\text{NAP}}(\lambda)$ is assumed to describe the absorption by both inorganic and organic component of nonalgal particles, while SPM $l$ incorporates the dry weight of algal particles in addition to nonalgal components. Also, SPM $l$ is assumed to be exclusively composed of the inorganic portion of nonalgal particles. This difference between the absorption and dry weight measurements may confound interpretation of the mass-specific absorption estimates. Despite this uncertainty, however, the small variations observed in $a_{\text{NAP}}(440)$ and $S_{\text{NAP}}$, and the strong $a_{\text{NAP}}(440)$-SPM $l$ and $a_{\text{NAP}}(440)$-SPM $m$ relationships, indicate that the optical characteristics of NAP were relatively stable over the sampling period, and that variation in $a_{\text{NAP}}(440)$ was largely the result of changes in concentration of suspended particles. This characteristic means that it would be feasible to estimate suspended particle concentrations from optical data, and conversely to apply SPM measurements in combination with the $a_{\text{NAP}}(\lambda)$ for the forward modeling of AOPs of the lake.

The two-fold variations in algal absorption were well explained by the changes in Chl $a$ concentration in the lake, and the Chl $a$-specific absorption values fell within the range reported elsewhere [Bricaud et al., 1995; Dekker et al., 2002; Zhang et al., 2010]. These characteristics suggest that estimation of algal absorption...
sensu from Chl a concentrations and subsequent modeling of primary production [Falkowski and Raven, 2007; Morel, 1991] may be feasible in this lake. However, the remote observation of Chl a in this and similar lakes with moderate or higher CDOM concentrations will require careful optical analysis given that the contribution of algal absorption to overall PAR attenuation is low compared to other optical components (Figures 8 and 9), and that these other components (CDOM and NAP) are not statistically correlated, unlike in open ocean waters.

Fine particles are defined as particulate matter passing through glass fiber filters (Whatman GF/F in the present study) but caught on membrane filters with a pore size of 0.2 μm (Millipore nitrocellulose membrane filters in the present study). Particles in this size fraction have been commonly observed in a variety of highly turbid systems such as reservoirs in agricultural areas [Jones et al., 2008], thaw ponds in subarctic discontinuous permafrost [Watanabe et al., 2011], and the estuary of a large river [Gallegos, 2005]. In certain systems, they can be an important optical component [Gallegos, 2005; Watanabe et al., 2011]. To our knowledge, however, they have not previously been considered in low turbidity inland waters such as the reservoir sampled here, and their detailed optical properties have been little explored. In the present study, the absorption by fine particles was detected throughout the summer. Although their absorption was lower relative to CDOM absorption, it was equivalent to NAP absorption at times (Figure 4). This suggests that fine particles may exert a significant influence on optical processes, not only in highly turbid systems but also in mesotrophic waters, and their light absorbing and scattering properties require much closer attention.

The fine particles in the lake had exponentially shaped absorption spectra with a small peak at 680 nm (Figure 4d) implying that they were mostly nonalgal with only a minor contribution of phytoplankton. The proportional contribution of these particles to total particulate absorption may vary seasonally. On two sampling dates, there were relatively higher fine particle absorption values (Figure 4d). The early summer observation \(a_{phc}(440) = 0.45 \text{ m}^{-1}\), 10 June showed a clear peak at 680 nm, indicating a significant contribution by phytoplankton pigments. On the other hand, the mid-summer curve \(a_{phc}(440) = 0.40 \text{ m}^{-1}\), 3 September showed no such peak, suggesting a lower algal contribution to absorption at that time. This difference illustrates the compositional shifts in fine particles through time.

The shapes of the \(b_j(z)\) spectra were consistent throughout the summer, except for the one observation showing a steeper curve (8 July, Figure 4e). Although differences in particle composition or size distribution may produce such a deviation [Babin et al., 2003a; Twardowski et al., 2001], characterization of the spectra by a power model exponent [Babin et al., 2003a; Bezile et al., 2004] was not possible for the present data set due to the influence of algal pigment absorption. Thus, estimation of spectra for forward modeling [Mobley, 1994] by applying the power model would not be appropriate. However, the relatively consistent spectral shape and the strong linear relationship between \(b_j(z)\) and SPM\(_f\) may allow the estimation of SPM\(_f\) from \(b_j(z)\), and the application of SPM\(_f\) for forward modeling of AOPs in a manner analogous to that for NAP absorption.

Our results imply that \(b_{phc}(z;PAR)\) can be omitted from the \(K'_p(z;PAR)\) estimation if information regarding scattering is not available. In the present study, the contribution of the \(b_{phc}(z;PAR)\) to \(K'_p(z;PAR)\) was always less than four percent in the entire water column throughout the summer (Figures 8 and 9); thus, removal of \(b_{phc}(z;PAR)\) from equation (8) would only cause minor underestimation of \(K'_p(z;PAR)\). However, both application of a constant backscattering ratio and removal of \(b_{phc}(z;PAR)\) from the estimation should be carefully examined in more turbid systems where scattering makes a greater contribution to PAR attenuation.

5. Conclusions

The photon budget analysis applied in the present study provides a simplified approach toward partitioning underwater PAR attenuation into its spectral absorption and scattering components, and their variations with depth. This analysis showed that for Lake St. Charles, a northern temperate reservoir subject to harmful algal blooms, PAR attenuation was dominated by CDOM absorption. Phytoplankton had a minimal influence on spectral attenuation and water transparency, except at simulated chlorophyll a values that were well above those observed during blooms in the lake. These optical conditions limit the application of traditional water quality descriptors such as radiometric transparency and Secchi depth in DOC-colored lakes and reservoirs.
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