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[1] Perennially ice-covered, meromictic lakes occur along the northern coast of Ellesmere
Island in the Canadian high Arctic and have distinctive conductivity and temperature
profiles. They are salinity stratified and have deep thermal maxima that persist throughout
the year at temperatures up to 60�C above the winter minimum in the overlying
atmosphere. Heat transfer in one of these lakes (Lake A, latitude 83.0�N, longitude
75.4�W) was simulated using a high spatial resolution model based on a one-dimensional
heat diffusion and radiative transfer equation, which was solved through numerical
integration. Boundary conditions were forced using climate data from an automated
weather station installed next to the lake. There was a good fit between simulated and
observed water column temperatures, including the midwater temperature maximum of
8.5�C, after 63 years of heating (RMSE = 0.10�C). This suggests that Lake A became
ice-free in the 1940s, a known period of intense warming of the circumpolar Arctic. The
model was sensitive to forcing by photosynthetically active radiation (PAR, 400–700 nm),
in addition to optically related parameters such as surface reflectance, snow and ice
cover, and the PAR diffuse attenuation coefficient. The unusual thermal structure is
affected by stratified layers of pigmented microbial communities, which enhance the
absorption of solar radiation. Simulation of ice-free summers revealed that the lake’s
thermal profile would lose its characteristic shape over several decades and that ongoing
climate change could reduce the thermal maximum from 8.5� to 4�C within 50 years.

Citation: Vincent, A. C., D. R. Mueller, and W. F. Vincent (2008), Simulated heat storage in a perennially ice-covered high Arctic

lake: Sensitivity to climate change, J. Geophys. Res., 113, C04036, doi:10.1029/2007JC004360.

1. Introduction

[2] Lakes at temperate latitudes experience large seasonal
fluctuations in the distribution and fluxes of heat within
their water columns. In contrast, the perennially ice-covered
lakes found at high latitudes can store heat in excess of the
annual surface heat budget and can attain temperatures well
above mean summer air temperatures, giving rise to deep
subsurface thermal maxima. Shifts in ice cover associated
with climate change are known to result in major impacts on
high-latitude aquatic ecosystems [Spigel and Priscu, 1998]
but little attention has been given to effects on the thermal
regime of lakes with thick, multiyear ice cover.
[3] Perennially ice-covered lakes are common in coastal

Antarctica and also found at the highest latitudes of the
Arctic. The northern coastline of high Arctic Canada con-
tains a series of meromictic (salinity stratified) lakes that
retain their ice cover throughout most of the year. One of

these lakes, named Lake A (Figure 1), was discovered in
1969 [Hattersley-Smith et al., 1970; Van Hove et al., 2006,
and references therein], and like similarly stratified, ice-
covered lakes nearby it has an unusual heat distribution.
Specifically, Lake A has a deep thermal maximum in excess
of 8�C despite mean surface air temperatures of only 3.3�C
during July, the warmest month of the year (Alert, Nunavut
climate normal 1971–2000, Meteorological Service of
Canada). The potential responses of these ice-covered lakes
to climate change are of particular interest given that,
according to models and observation, the Arctic is experi-
encing the onset of severe climate change that is likely to
accelerate over the course of this century [Arctic Climate
Impact Assessment (ACIA), 2005; Richter-Menge et al.,
2006; Serreze et al., 2000].
[4] The perennially ice-covered, meromictic lakes of

Antarctica similarly display unusual thermal profiles; for
example water column temperatures of up to 7.9�C in Lake
Bonney and up to 25�C in Lake Vanda [Spigel and Priscu,
1998]. An analysis of these profiles has shown that they are
likely the result of long-term solar heating [Wilson and
Wellman, 1962]. This has been confirmed by static model-
ing efforts [Hoare et al., 1964; Shirtcliffe and Benseman,
1964], however there has been no attempt to simulate their
thermal properties by way of a dynamic model.
[5] The primary objectives of the present study were to

evaluate the mechanisms responsible for the unusual tem-
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perature profiles of perennially ice-covered polar lakes, and
their sensitivity to environmental variables. To address these
objectives, we developed a dynamic simulation model to
analyze the heat fluxes in Lake A in the Canadian high
Arctic. Model parameters were set based on our in situ
observations of snow, ice and water properties, including
depth profiles of salinity, temperature and optical variables.
The model was forced using climate data from an automated
weather station that we installed at the edge of Lake A. A
secondary objective was to determine the duration of heat-
ing required to achieve the observed temperature maximum
and profile shape of Lake A. Does the current temperature
profile represents a steady state, or is it still evolving? We
hypothesized that if the latter were true, the thermal struc-
ture may have been substantially disrupted during a warm
period that was recorded in the circumpolar regions during
the 1930s and 1940s. Our final objective was to evaluate the
implications of climate change and the loss of ice cover on
the thermal structure of the lake.

2. Methods

2.1. Environmental Observations

[6] Profiles of Lake A temperature and salinity were taken
through holes in the ice and were referenced to the hydro-
static water level. Conductivity-temperature-depth profiling
to 125 m (near the maximum depth of the lake) was
performed in 2006 with an XR-420-CTDm (RBR Inc.,
Ottawa, ON, Canada) at a 1 Hz sampling rate, and to 48 m
in 2001 using a Hydrolab Surveyor 3 (Hydrolab Corp.,
Austin, Tex.) at a sampling interval of 50 cm. In the 2001
profile, an under-ice localized thermal maximum of 4.7�C
was removed prior to model forcing to avoid interpolation
errors. This profile was extended from 48 m to a depth of
125 m using a logistic model fit to the 2006 data set.
Temperatures were biased in the uppermost portion (top
1.4m) of the 2006 profile before the instrument gained thermal
equilibrium with the water column. To remove this artifact,
these first 15 temperature data points were set to 1.17�C.

[7] Air temperature, humidity, net and photosynthetically
active radiation (PAR; 400–700 nm) as well as wind speed
and direction were recorded at an automatic climate station
that we installed at 83.0023�N, 75.3896�W, 10 m from Lake
A. Measurements were taken every minute by a Campbell
Scientific CR10X data logger and output as hourly averages
for a yearlong period beginning on 6 August 2004. During
several periods totaling 76 days, when the wind speed was
constantly zero (presumably due to anemometer ice riming),
we substituted a predicted wind speed using a multiple
regression analysis obtained by comparing available data at
Lake Awith wind data from Ward Hunt Island (15 km to the
northeast).

2.2. Theory

[8] Two mechanisms were assumed to be responsible for
heat transfer within the lake: absorption of solar radiation
during the summer period, and heat conduction within the
lake and ice cover. The radiation that can penetrate the snow
and ice roughly corresponds to the PAR region of the
spectrum, since the diffuse attenuation of light in pure ice
increases by two orders of magnitude between 700 and
1400 nm [Perovich, 1996]. UV radiation (280–400 nm)
accounts for less than 5% of the total incident radiation and
is strongly reflected and attenuated by snow cover [Vincent
et al., 2007]. Therefore both UV and longwave radiation
were assumed to be completely lost at the surface, with only
PAR penetrating through the lake ice cover into the water
column.
[9] Turbulent mixing was considered to be negligible

through most of the water column for two reasons: (1)
yearlong ice cover prevents wind-driven mixing and (2) a
high salinity gradient [Ludlam, 1996] provides a density
stratification that prevents gravity-driven convective
mixing. Water is fresh just below the ice, and steadily
increases in salinity to a maximum of 32 psu at the bottom
of the lake.
[10] We applied the one-dimensional heat diffusion equa-

tion as in Flato and Brown [1996] and Duguay et al. [2003]

Figure 1. Map of the study site: (a) location of Ellesmere Island; (b) the Lake A drainage basin on
Marvin Peninsula, northern Ellesmere Island. Note the position of the climate station.
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with an additional forcing term that accounts for heat
absorption from solar radiation:

rc
@T z; tð Þ

@t
¼ k

@2T z; tð Þ
@z2

þ Kd 1� rð ÞE0e
�Kdz; ð1Þ

where r is the density, c is the specific heat, k is heat
conductivity, T(z, t) is the temperature, E0 is the incoming
penetrating PAR above the surface of the snow (we follow
the symbolic convention for irradiance given by Sakshaug
et al. [1997]), Kd (m

�1) is the diffuse attenuation coefficient
of shortwave radiation (PAR), r is the proportion of PAR
that is reflected by the snow and ice layer and t and z are
time and depth, respectively. See Table 1 for a complete list
of variables used in the model. Radiation attenuated by Kd

was taken to be completely absorbed as heat. The value of
Kd in snow was computed from the in situ snow-clearing
experiments of Belzile et al. [2001]. Standard values for k
were used for water and ice, however we estimated the

thermal conductivity of snow from snow density using the
empirical formula in Sturm et al. [1997].
[11] Three distinct layers (Figure 2) were considered:

surface snow (0.5 m thick) [Belzile et al., 2001], surface
ice (2 m thick) [Belzile et al., 2001], and finally lake water
(122.5 m deep), which was salinity- and density-stratified.
Diffuse attenuation (Kd) within the water column varies
substantially with depth and was approximated (inset,
Figure 7) by a parabolic (upper water column) and declining
exponential (lower water column) fit to the attenuation data
in Belzile et al. [2001].
[12] Surface heat flux F0 can be estimated by subtracting

the sensible and latent heat flux (Qh and Qe, respectively)
from the net radiation (Q*, which includes downwelling and
upwelling radiation from 300 nm to 30 mm):

F0 ¼ Q* � Qh � Qe: ð2Þ

The latter terms were parameterized as in Ebert and Curry
[1993]:

Qh ¼ raircp;airCTU T0 � Tairð Þ; ð3Þ

Qe ¼ rairLvCTU qsat T0ð Þ � qairð Þ; ð4Þ

where Lv is latent heat of vaporization, U is wind speed, q is
specific humidity, and cp is the specific heat at constant
pressure. The dimensionless bulk transfer coefficient was
set to CT = CT0, the neutral stability coefficient, which
assumes the Richardson number = 0 [Oke, 1987]:

CT0 ¼
k2

ln h=sð Þ ; ð5Þ

where h is instrument height in meters, taken here as 2.8 m,
midway between the anemometer (3 m height) and other

Table 1. Notation and Units for the Model Variablesa

Symbol Description Units

CT stability-dependent bulk transfer coefficient dimensionless
E0 PAR irradiance W m�2

es saturation vapor pressure Pa
F0 stored heat flux W m�2

Fi PAR flux (at depth) W m�2

FL latent heat flux to water W m�2

Kd PAR attenuation coefficient m�1

Q heat absorbed W m�2

q specific humidity g kg�1

Q* net radiation flux W m�2

Qe latent heat flux W m�2

Qh sensible heat flux W m�2

T Temperature K/�C
t Time s
U wind speed m s�1

z Depth m
aPAR, photosynthetically active radiation.

Figure 2. Diagram of the model fluxes.
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sensors (2.6 m height), and s is surface roughness
(0.16 mm), also in meters; k = 0.4 is von Karman’s constant.
[13] Saturation vapor pressure was computed as

ln es ¼
X4
i¼0

giT
i�1 þ g5 ln T ; ð6Þ

where gi and g5 are the coefficients over ice given by Hardy
[1998]. Latent heat was handled analogously to McKay et
al. [1985], where ice thickness is static and an average rate
of ice formation v is assumed. The rate of ablation is
assumed, on an annual basis, to be equal to the rate of ice
formation. Therefore, constant heat flux FL due to latent
heat at the ice-water interface takes the form

FL ¼ rvLf ; ð7Þ

where Lf is the latent heat of fusion of water. Temperature at
the ice-water interface (z = Zsnow) was kept at constant 0�C.
[14] Despite the high level of density stratification in the

lower water column, the fresh surface water is not density-
stratified. A small amount of mixing was simulated by
averaging water temperatures over approximately 60 cm
below any local density maximum, if it occurred in the top
15 m of the water column.

2.3. Model and Forcing

[15] To solve the differential equation (1) we used a fully
implicit in time, centered in space finite element algorithm
similar to that ofMaykut and Untersteiner [1971] for sea ice,
adapted here to the entire snow-ice-water column. When this
is converted to a difference equation it takes the form

T
jþ1
i � T

j
i

Dt
¼ Dzð Þ�2 k

rc

� �
i

T
jþ1
iþ1 � T

jþ1
i

� ��

� k

rc

� �
i�1

T
jþ1
i � T

jþ1
i�1

� ��
� Dzð Þ�1 Ei�1 � Ei

rch ii
:

ð8Þ

Lower indices stand for depth in increments of Dz and
upper indices stand for time in increments of Dt. Here the
implicitness parameter [Flato and Brown, 1996] has been
set to 1. The brackets h ii denote a weighted average
between zi�1 and zi; that is,

f zð Þh ii ¼

Z zi

zi�1

f zð Þdz

zi � zi�1

: ð9Þ

All physical parameters that changed with depth were thus
averaged within each element to minimize aliasing effects.
The last term accounts for solar radiation where Ei is the
flux of penetrating PAR at depth zi. Density at each depth
was calculated using an algorithm from Fofonoff and
Millard [1983]. To solve equation (8), we used a matrix
method similar to the one used by Flato and Brown [1996].
[16] The model was forced using the yearlong record of

PAR and net radiation, wind speed, relative humidity and
surface temperature data from the shore of Lake A. Hourly
values for each climate variable were interpolated to each
time increment using a cubic spline scheme.
[17] The model was numerically converged in order to

make sure that numerical parameters did not influence the
simulation results. Adequately small discrete element sizes
were found to be approximately 7 hours for the time step
and 31 cm for the water column depth elements, giving rise
to 400 finite element points, which were evenly distributed
though the model. The fully implicit scheme meant that
there were no restrictions on these parameters, thus elimi-
nating the divergences that occur when solving the diffusion
equation with an explicit scheme [Flato and Brown, 1996].
[18] Using physical parameters identical to those mea-

sured at Lake A, the simulation was iterated over several
hundred years. Beginning with a uniform temperature
distribution (�1�C snow and ice, 4�C water column), the
temperature throughout the 125-m water column was left to
evolve over annual heating and cooling cycles.

Table 2. Symbols, Values, and Units of the Model Parameters and Constants

Symbol Parameter Values Used for Simulation Units

Model Parameters
s surface roughness 0.00016 m
h instrument height 2.8 m
i depth increment (Dz) 0.331 m
j time increment (Dt) 7.2 hours
r reflectivity 0.7 dimensionless
v ablation 1 m a�1

zice ice layer thickness 2 m
zsnow snow layer thickness 0.5 m
zwater water depth 122.5 m

q implicitness 1 dimensionless

Constants
c specific heat cair , 1005; cwater , 4200; cice, 2090 J kg�1 K�1

k thermal conductivity ksnow, 0.068 (at r = 210); kice , 2.13; kwater , 0.6 W m�1 K�1

Lf latent heat of fusion 0.335 MJ kg�1

Lv latent heat of vaporization 2.26 MJ kg�1

rsnow snow density 210 kg m�3

rice ice density 920 kg m�3

gi and g5 saturation vapor coefficients 22 and 0.67
g acceleration due to gravity 9.8 m s�2
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2.4. Model Validation

[19] The simulated temperature profile was compared to
the reference temperature profile after it had been interpo-
lated to the same depth increments as the model and shifted
to account for the difference between hydrostatic water level
and the top of the snow. We evaluated model performance
by examining the RMSE of the simulated temperature
profile at depths between 10 and 80 m. These thresholds
were chosen since the temperature is close to invariant
below 80 m and highly (seasonally) variable above 10 m.
The best possible fit between the simulated and observed
profiles was obtained when the simulated profile was
shifted by a multiple of Dz (causes of this offset are
discussed below). The best possible fit to the 2006 temper-
ature profile (using the model simulation with observed
parameters, the simulation time to best fit and the depth

offset mentioned above) was used as a benchmark for
further model analysis.
[20] A sensitivity analysis was performed by varying

model parameters (Table 2) by at least 15% of their
observed value and resimulating the water column profile.
These model outcomes were evaluated based on the tem-
perature (Tmax) and depth (Dmax) of the thermal maximum
as well as the overall shape of the profile as compared to the
2006 observed profile (RMSE). Changes in the forcing
variables were also assessed in a similar fashion to the
parameters.

2.5. Loss of Ice Cover and Temperature Profile
Recovery

[21] To simulate the impact of the loss of a summer ice
cover, several simulations were run to mimic the effect of
wind-induced turbulence in the water column. This was
accomplished by reassigning the temperature in the ‘mixed’
upper water column to the mean temperature across these
depths after each time step during July and August. In this
manner, heat was conserved but the temperature distribution
was altered. This simulation did not alter the salinity profile,
the radiative transfer, surface energy balance or heat diffu-
sion through the ice and snow layers.
[22] To simulate the recovery of the lake’s profile from a

mixing event, the model was initialized using the temper-
ature profile observed in 2001 after the loss of ice cover in
late August 2000. The model was allowed to evolve for
several decades and simulated profiles were compared to the
2006 profile. Depth offsets between simulated and observed
temperature profiles were not applied to model runs involv-
ing mixing and profile recovery.

3. Results

3.1. Physical Observations

[23] The average air temperature at Lake A for the period
August 2004–2005 was �19.9�C with 69 thawing degree
days and 7344 freezing degree days. The extreme values
for hourly temperatures were 11.2�C in July and �50.2�C
in December (Figure 3a). The annual average net radiation
was 19.5 Wm�2 (range: �114–313 W m�2; Figure 3a)
and the average PAR received was 41 W m�2 (range:
0–282 W m�2). Hourly average wind speeds ranged from 0
to 10 m s�1 and averaged 1.15 m s�1 over the measurement
period (Figure 3c). Relative humidity ranged from 52 to 99%
and averaged 78% (Figure 3c).
[24] The yearlong record of climate variables recorded at

Lake A showed similarities to other nearby climate stations.
The Environment Canada climate station at Alert, Nunavut
has a continuous climate record from July 1951 and is
175 km to the east of Lake A. During the months in
common with the Lake A record the annual temperature
at Alert was �17.9�C, with 178 thawing degree days and
6702 freezing degree days (Meteorological Service of
Canada). The most recent climate normal data for Alert
(1971–2000) indicated an annual temperature of �18.0�C,
therefore the measurement period was not anomalous in this
respect relative to this 30-year reference period. The warmer
conditions at Alert are consistent with our previous compar-
isons with the Ward Hunt Island region [Mueller et al.,
2003].

Figure 3. Climate forcing variables measured from
August 2004 to August 2005: (a) surface air temperature
(blue) and net radiation (red); (b) observed photosyntheti-
cally active radiation (PAR); (c) relative humidity (blue) and
wind speed (red).
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[25] The salinity profiles from Lake A over the period
1969 to 2006 demonstrate the stability of the water column,
particularly in the section below 15 m in depth (Figure 4a).
Temperature profiles from Lake A also showed the stability
of the lower water column and the evolution of the
thermal maximum over time (Figure 4b). Note that the
2006 thermal maximum is not the highest on record and
that the constant temperatures in the upper �9 m of the
2001 profile suggest a prior near-surface mixing event as
discussed by Van Hove [2005].

[26] The 2006 temperature data were acquired in a
descending fashion. The Dmax of ascending Lake A profiles
taken in 2003, 2004 and 2005 were on average 1.3 m higher
than the descending profiles (W. F. Vincent, unpublished
data, 2008). In addition the Tmax of these profiles were
0.07�C cooler than their descending counterparts. This
commonly observed hysteresis is due to the equilibration
time of the thermistors and its implications are discussed
below.

3.2. Dynamic Simulation of Heat Storage

[27] The simulations using the observed parameter values
show the evolution of the temperature profile through time
and the accumulation of heat in the mid water column
(Figure 5a). The first important result is that the temperature
of the current (2006) thermal maximum was reached fol-
lowing 63 years of simulation time. It should be noted that
this temperature distribution does not correspond to a steady
state according to our model. The maximum temperature
continued to increase asymptotically toward a ceiling value
of 10.62�C as heat accumulated in the water column, and
the depth of the thermal maximum also increased
(Figure 5a). The stepped form taken by the evolution of
the depth of the thermal maximum is an artifact due to the
spatial resolution (Dz) of the model. Simulation over longer
time periods implied a slightly higher temperature maxi-
mum (11.5�C). The latter migrated slowly but linearly
downward with time, reaching a depth of 20 m after
1000 years of simulation time, 25 m after 3000 years and
30 m after 5000 years.

3.3. Model Fit With Observed Parameters

[28] The best fit to the observed data was obtained after
63 years. At this time, the simulated temperatures at 10 m
and below gave an extremely close fit to the measured
profile (with the above mentioned offset of �1.88 m). This
simulated profile had a Tmax of 8.49�C and a Dmax of 19.1 m
(accounting for the offset), which matched closely to the

Figure 4. Lake A water column profiles: (a) salinity
profiles; (b) temperature profiles. Note that the 2001 profile
indicates prior mixing to a depth of 9 m. The 1969 profiles
were obtained from Hattersley-Smith et al. [1970].

Figure 5. Simulated temperatures from the model using observed parameters: (a) simulated maximum
temperature (filled circles) and Dmax, the depth of maximum temperature; (b) simulated temperature
profiles and fit to the 2006 water column profile using observed parameters for Lake A. Temperature
profiles are starting at 4�C and evolving over the simulation time (year of each profile in legend). The
simulated profiles were shifted downward by 1.88 m to best match the observed water column
temperatures from 2006 (open circles) obtained with the conductivity-temperature-depth profiler.
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2006 observed Tmax of 8.60�C and Dmax of 18.15 m. For the
region of maximum heating, 10–80 m, the RMSE was only
0.10�C. Without offsetting the simulated temperature profile
downward the best fit was obtained after 70 years of
simulation time and had a Tmax of 8.62�C, a Dmax of
17.2 m and an RMSE of 0.24�C (more than double that
of the offset simulation).

3.4. Model Sensitivity to Parameters

[29] Parameters which influenced the forcing term of
equation (1) contributed the most to changes in the temper-
ature distribution. Atmospheric conditions, as well as thick-
ness, transparency and reflectivity of the snow and ice cover
all had a large effect. Reducing the ratio of absorbed versus
diffused heat made the temperature curve flatter and more
homogeneous, whereas higher radiation gave a temperature
maximum that lay closer to the surface, as radiative heating
dominated over heat diffusion downward.
[30] Parameter sensitivity analysis (Figure 6) indicated

that the model was most sensitive to the PAR attenuation
coefficient (Kd) and reflectivity (r) where changes in the
value of these parameters by small amounts (<5%) caused
drastic changes in the shape of the simulated profile and
Tmax. The particular distribution of the diffuse attenuation
coefficient Kd is crucial to the shape of the temperature
distribution. A constant value throughout the water column
gives a much flatter, slowly decreasing temperature profile,
illustrated in Figure 7. The observed Kd, which varied with
depth (water column mean = 0.198 m�1, SD = 0.09 m�1),
gave the best fit (Figure 6a, large symbols), whereas the
lowest RMSE was obtained with a Kd of 0.23 m�1 that did
not vary with depth (Figures 6a and 7). The attenuation
coefficient also governed Dmax more than any other param-
eter due to the form of the Beer-Lambert equation. Reflec-
tivity controlled the amount of PAR that penetrated the ice
cover and, consequently, the addition of heat to the water
column. The model time step affected the fit of the profile,
Tmax and Dmax in a nonsystematic fashion (Figure 6c) and
this is likely due to aliasing of the diel cycle by the cubic
spline interpretation from hourly data. A similar nonlinear
shift in Dmax can be seen in response to changes in ice layer
thickness (Figure 6d), especially when shifts are large but
do not exceed a discrete depth element (Dz). This artifact is
caused when the fraction of snow or ice at a single upper
depth element goes to zero, and rounding errors make the
weighted average of physical constants in this layer diverge,
resulting in a shift in Dmax, changes in Tmax and a reduction
in the model fit. We manually adjusted parameters to avoid
this effect in the simulations, but a more systematic ap-
proach would be to vary the resolution of the model to keep
the ice-water interface at a constant location within the
numerical element. The thickness of the snow layer controls
the amount of light entering the water column owing to its

large Kd of 2.1 m�1 (Figure 6e). The ablation rate of the ice
cover controls the amount of latent heat added into the water
column directly below the ice and therefore a higher
ablation rate raises Tmax slightly and changes the shape of
the profile by changing the heat diffusion in the water
column (Figure 6g).
[31] Certain parameters did not affect the model perfor-

mance substantially. These parameters were related to the
sensible and latent heat in the surface energy budget and
included the surface roughness (s) and the instrument
height (h). Variation in these parameters up to 15% did
not influence the Tmax or Dmax and changed the RMSE by
less than 1% of the benchmark value of 0.10. Of all the
forcing variables, PAR was found to be the most important
(Figure 8), followed by the reflectivity parameter
(Figure 6b). Varying total incident PAR by as little as 5%
made it impossible to achieve the correct shape. Substantial
air temperature shifts affected the model outcome slightly
with higher temperatures causing the Tmax and RMSE to be
reduced relative to the benchmark (Figure 6h). This may be
due to a change in heat diffusion that altered the temperature
profile. However, these changes were small (Tmax shift of
0.06�C relative to the forcing change of 10�C), which
underscores the importance of solar heating over direct
heating for the lake. The remainder of the forcing variables
(wind velocity, relative humidity, ablation rate) changed the
RMSE by at most a few percent, the Tmax by <0.03�C, while
Dmax remained unaltered.

3.5. Simulated Loss of Ice Cover and Temperature
Profile Recovery

[32] The simulated effects of summertime ice loss and
consequent wind-driven mixing were pronounced. Both the
Tmax and Dmax decreased over simulation time as heat was
dissipated both upward and downward from the thermal
maximum. The initial rate of temperature change was
highest for mixing depths greater than 5 m (Figure 9) but
the rate of change leveled off for all mixing depths after
�50 years of simulation time. After 100 years, the model
predicted a thermal maximum of 7.7�C for a mixing depth
of 5 m, 4.9�C for a mixing depth of 10 m and 4.3�C for a
mixing depth of 15 m. The temperature peak was greatly
reduced in sharpness and it completely disappeared after
25 years of mixing down to 10 m, and after only 10 years of
mixing down to 20 m (Figure 9).
[33] The model predicted the main features of the ob-

served recovery from the upper water column mixing prior
to 2001. Simulated temperatures decreased in the region of
the thermal maximum, and Dmax migrated to a position that
was slightly lower in the water column. Meanwhile, heat
from the thermal maximum diffused to higher and lower
strata of the water column, leading to a broader peak. These
features of the recovery can be clearly seen in the observed

Figure 6. Model sensitivity to parameters and forcing variables, showing changes in Tmax (red squares), Dmax (blue
triangles), and the RMSE fit (black circles). (a) Constant values of diffuse attenuation coefficient Kd. Large symbols
represent the realistic distribution of Kd in the water column, modeled after Belzile et al. [2001]. (b) Variations of incident
PAR (which reflect changes in surface reflectivity) with respect to PAR measured at Lake A. (c) Variation of the numerical
time step, showing PAR interpolation errors. (d) Variation of total ice thickness. (e) Variation of snow cover depth. (f)
Variation of snow density. (g) Variation of ablation rate of ice at the ice-water interface, causing latent heat release. We used
1 m a�1, as in McKay et al. [1985]. (h) Deviation in surface temperature with respect to measured climate data at Lake A.
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Figure 6

C04036 VINCENT ET AL.: SIMULATED HEAT STORAGE IN AN ARCTIC LAKE

8 of 11

C04036



temperature profiles (Figure 10). However, the model
underpredicted the temperature shift below the thermal
maximum and overpredicted the temperature shift both
above and within the thermal maximum region. As a result,
the best fit to the 2006 profile for the recovery simulation

Figure 7. The effects of diffuse attenuation Kd changes on
simulated water column profiles: (a) the Kd values
approximated from Belzile et al. [2001] (black) and constant
Kd values used to force the model; (b) observed temperature
profile from 2006 (open circles) and the simulated profiles
forced by respective Kd shown in Figure 7a (same symbols).

Figure 8. The effect of changes in PAR on simulated
water column profiles: the observed temperature profile
from 2006 (open circles), the simulated profile forced by
observed PAR (black line), and profiles forced by 15% more
PAR (red line) and 15% less PAR (blue line).

Figure 9. Model simulation of wind-driven mixing during
July and August. The 2006 temperature profile data (open
circles) and simulations of mixing to a depth of 5 m (red
lines) after 10 (solid), 25 (dashed), and 50 (dotted)
simulation years; mixing to a depth of 15 m (blue lines)
after 10 (solid), 25 (dashed), and 50 (dotted) simulation
years; and mixing to a depth of 20 m (green lines) after 10
(solid), 25 (dashed), and 50 (dotted) simulation years.

Figure 10. Simulated recovery of the Lake A temperature
profile after a mixing event: the observed water column
temperatures in 2001 mixed to a depth of �9 m (open
triangles), the observed profile in 2006 (solid circles), and
the simulated recovery after 1 year (dotted line), 3 years
(dashed line), and 5 years (solid line). Inset shows time
evolution of thermal maximum temperature and depth in
the lake.
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was after 13 years (not shown) after the Tmax started to
increase again, with a depth offset of �4Dz (�1.25 m).

4. Discussion

4.1. Model Validity

[34] The excellent fit of the simulated profile to the 2006
field data implies that the dominant mechanism responsible
for the thermal profile of Lake A is absorption of solar
radiation, corresponding to the forcing term in the heat
diffusion equation (1). This is substantially different from
lakes without year-round ice cover, since there is no wind-
induced mixing to force heat loss through convection. This
also suggests that it was reasonable to consider only
absorption in the PAR range. Although latent heat fluxes
and thermal diffusion through the ice-water interface do
play a role, the simulations show that the most important
parameters are those that affect PAR available for heating
and absorbed as heat, which include the attenuation and
reflection due to ice and snow cover, the attenuation
coefficients due to absorption within the water, and the
incident flux of radiation during the summer season.
[35] A critical variable affecting Dmax, Tmax, and the shape

of the temperature profile was the attenuation coefficient Kd.
This coefficient varies markedly as a function of depth in
Lake A as a result of PAR-absorbing biological communities:
phytoplankton populations in the surface waters under the ice
and photosynthetic sulfur bacteria in the anoxic waters below
12 m [Belzile et al., 2001]. This biological effect on the
physical environment has been previously noted in the ocean
where deep chlorophyll amaxima absorb heat andmodify the
thermal profiles [Lewis et al., 1983].
[36] Although the model fit well to the observed temper-

ature profile in 2006 the best fit was contingent upon shifting
the depth of the simulated temperatures downward by 1.88m.
The need for this offset could be due to errors in the observed
profiles as well as potential deficiencies in the model. A large
part of this offset is likely due to the downward direction of
the sampling and the thermal hysteresis of the thermistors
mentioned above. Additionally, the model simulations of
wind-driven mixing and recovery indicate that these pertur-
bations lower Dmax below its naturally evolving position
(Figures 9 and 10); given the documented loss of ice cover in
2000 [Van Hove, 2005], it is possible that this mixing event
(or earlier, unknown events) could have lowered Dmax,
thereby requiring an offset for model fitting. There are also
likely to be seasonal and interannual variations in the optical
properties of the lake and in the thickness and optical
properties of its overlying ice and snow ice cover, which
would affect Dmax. Finally, Shirtcliffe and Benseman [1964]
found a similar offset in Lake Bonney Antarctica, and
hypothesized that it could be the result of a rise in water
levels due to excessmeltwater influx to the surface. However,
this is a less probable explanation for Lake A, which unlike
Lake Bonney has an outflow that removes excess water.
[37] The model developed here is likely appropriate to

other ice-capped, solar heated lakes in the polar regions such
as lakes B, C1, and C2 on Ellesmere Island in the Arctic and
Lake Bonney and Lake Vanda in the McMurdo Dry Valleys,
Antarctica. The latter Antarctic lakes have much thicker ice
covers, which may be the result of their minimal cover of
insulating snow relative to the Arctic lakes.

4.2. Simulated Thermal History

[38] The model simulated the development of the deep
thermal maximum and implied that the currently observed
profile could have been achieved within 60–70 years if
model parameters and forcing variables remain relatively
constant during this time. This suggests that the present
thermal structure in Lake A only began to form in the
1940s. This simulation result is of great interest because a
period of intense warming was observed throughout the
Arctic in the 1930s and 1940s, accompanied by a pro-
nounced decrease in sea ice extent off Eurasia [ACIA,
2005]. Large changes also likely occurred along the north-
ern coastline of Ellesmere Island at this time, including
substantial breakup and loss of the Ellesmere Ice Shelf
[Vincent et al., 2001]. During this period, Lake A may have
remained ice-free for an extended number of summer sea-
sons. Assuming the salinity gradient was relatively unper-
turbed by this mixing event, the lake’s upper 30 m may have
cooled, providing ‘‘initial conditions’’ similar to the ones
used in the simulation. Lower summer temperatures in
subsequent decades with only a few ice-free years would
then permit the formation of this unique thermal structure.
The goodness of fit of the model suggests that these dynamic
systems are quite insensitive to small perturbations. Any one-
time event such as a single, unusually cold or warm year
would have been smoothed out over the lake’s history.

4.3. Future Evolution of the Lake

[39] The model results show that ice melting associated
with an increase in atmospheric temperatures would result
in a gradual loss of the unique thermal structure of Lake A
and a decrease in its water column temperatures. It would,
however, take a large number of ice-free summers to lose
the curve’s characteristic shape entirely, suggesting that the
system is not overly sensitive to small perturbations. This is
further evidenced by the simulated and observed recovery
of the heat profile after the 2000 mixing event. Our
simulation of wind-induced mixing during ice-free summers
was a coarse approximation, based on a simple averaging of
temperatures. However, the magnitude of effect will depend
on the depth, frequency and intensity of mixing. Accompa-
nying changes in ice cover thickness, the salinity profile,
and dynamic convective processes will further modify these
effects, but would be difficult to capture in a one-dimen-
sional model. These elements are most likely responsible for
the disparity between the simulated and observed recovery
that took place between 2001 and 2006. Over long time
periods, the boundary conditions in the bottom of the lake
(assumed to be a bottomless heat sink in our model) may
become important as the temperature gradient at the bottom
of the lake grows. It is clear, however, that extended periods
of ice-free summers would result in significant loss of
thermal energy from the lake, and could eliminate com-
pletely the deep-water temperature peak. This would have
profound implications for the microbial communities that
have developed within this deep-water maximum.

5. Conclusions

[40] Perennially ice covered lakes are known to be the
habitats for diverse, highly structured biological communi-
ties that are organized along the vertical gradients in
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temperature, salinity and associated chemical variables. Our
results show that the remarkable thermal gradients of one
such lake, Lake A, at the extreme north of the Canadian high
Arctic, can be accurately modeled by a one dimensional heat
diffusion and radiative transfer equation. Continuous net
solar heating takes place because ice prevents the escape of
heat through wind-induced convective cooling. This green-
house effect gives rise to temperatures within the water
column in great excess of the mean summer temperatures
above the ice. The close goodness-of-fit to observed data
show that equation (1) and the appropriate boundary con-
ditions constitute an accurate model of this physical system.
[41] The model is highly sensitive to changes in the

variables that affect PAR (the forcing term): incoming
radiation, attenuation by snow and ice, and Kd, the diffuse
attenuation coefficient in the water. This is an important
biophysical feedback effect, where growth of pigmented
microbes affects the local absorption of PAR, thereby
causing an increased accumulation of heat in their surround-
ing waters. Boundary conditions such as heat loss through
diffusion to the atmosphere, latent heat and wind-driven
cooling of the snow have minimal but nonnegligible effects
on the overall dynamics.
[42] Assuming no change in forcing, simulated time

evolution of such a system indicates that it would take
about 63 years to attain a temperature profile identical to the
one observed in 2006. Results also show that the observed
temperature profile in Lake A is not a steady state. Rather, it
is still evolving after having recovered its yearlong ice cover
following a series of warm years that were recorded in the
Arctic in the 1930s and 1940s.
[43] The prolonged loss of ice cover due to climate

change would have a drastic effect on Lake A. More than
a decade of ice-free summers would cause the unique
temperature profile to be completely lost due to wind-driven
mixing. Ironically, the increased greenhouse warming on a
planetary scale may bring about the collapse of the green-
house effect in Lake A and other ice-covered polar lakes,
thereby altering these ecosystems through cooling and
completely disrupting their unique biophysical structure.
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